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We have determined an empirical equation for the index of refraction of water as a function of temperature, salinity, and wavelength at atmospheric pressure. The experimental data selected by Austin and Halikas1 ("The index of refraction of seawater," SIO Ref. 76-1 Scripps Institution of Oceanography, La Jolla, Calif., 1976) were fitted to power series in the variables. A ten-parameter empirical equation that reproduces the original data to within its experimental errors was obtained.

The optical index of refraction is one of the important inherent optical properties of seawater. It is used, for example, to obtain the specific volume for seawater,2 to analyze underwater radiation propagation, and to design underwater lenses and viewing ports.

For studies of the upper mixed layer of the ocean, we can focus our attention on the index of refraction of seawater at atmospheric pressure. Specifically, pressure effects down to 100 m are small. Based on an analysis of the pressure-dependent expression for the index of refraction given by McNeil,2 we estimate that water pressure at a depth of 100 m (≈ 10 kg/cm²) increases the index of refraction by ≈ 1.37 × 10⁻⁴ from its value at atmospheric pressure. Furthermore, the maximum variation of this increase is 1.2 × 10⁻⁵ for temperatures in the range 0 < T < 30 °C and salinities in the range 0 < S < 35‰. This maximum variation is well within the errors of both the experimental database and our fit to it (as discussed below). In summary, one can treat the effect of pressure on the index of refraction in the top 100 m by simply adding 1.37 × 10⁻⁶ D to the index of refraction at atmospheric pressure (where D is the depth in meters).

Sager3 gives a table of data for the index of refraction at temperature T (0 °C ≤ T ≤ 30 °C) in steps of 5 °C, salinity S (0‰ ≤ S ≤ 40‰) in steps of 2.5‰, and fixed wavelength λ₀ = 589.3 nm. This set of data has been frequently referenced.4,5 Another set of data has been provided by Austin and Halikas (A&H).6 They have reviewed previous research on the refractive index of seawater and have presented an extensive summary of experimental data as well as interpolations and extrapolations. Their selected reference data for n(S, T, λ) at atmospheric pressure are reproduced here as Table 1; the experimental data were originally measured by Mehu and Johannings-Gilles7 and the stated accuracy is 3 × 10⁻⁵. The additional values at λ = 700 nm in Table 1 are extrapolations from the experimental data that were made by A&H.

McNeil7,1977 used the A&H data to obtain an empirical equation for the refractive index of seawater as a function of wavelength, temperature, salinity, and pressure. Setting P = 0 (i.e., atmospheric pressure) in his expression yields

\[ n(S, T, \lambda) = 1.3247 - 2.5 \times 10^{-6} T^2 + S[2 \times 10^{-4} - 8 \times 10^{-7} T] + \frac{3300}{\lambda^2} - \frac{3.2 \times 10^7}{\lambda^4} \]  

where n is the index of refraction, S is the salinity in parts per thousand (%), T is the temperature in degrees Celsius, and λ is the wavelength in nanometers.

We define \( \delta n \) as the difference between the value of n(S, T, λ) given by Eq. (1) and that listed in Table 1. Figure 1 shows a plot of \( \delta n \) for all the entries in Table 1. Although Eq. (1) may be sufficient for some purposes, it has clear deficiencies, and the apparent
systematic error dependencies in Fig. 1 suggest possible systematic problems with the functional dependencies of Eq. 1 on S, T, and λ.

Matthaus also used the data of Mehu and Johannin-Gilles to obtain an empirical equation for the index of refraction as a function of S, T, and λ,

$$n(S, T, \lambda) = 1.447824 + 3.0110 \times 10^{-4} S - 1.8029 \times 10^{-5} T - 1.6916 \times 10^{-6} T^2 - 4.89040 \times 10^{-1} \lambda + 7.28364 \times 10^{-1} \lambda^2 - 3.83745 \times 10^{-1} \lambda^3 - S (7.9362 \times 10^{-7} T - 8.0597 \times 10^{-9} T^2 + 4.249 \times 10^{-6} \lambda - 5.847 \times 10^{-6} \lambda^2 + 2.812 \times 10^{-6} \lambda^3),$$

where S is salinity in ‰, T is temperature in degrees Celsius, and λ is wavelength in micrometers.

Equation 2 has 12 parameters, and the λ dependence only contains positive powers of λ. This is surprising because physically we would expect the index of refraction to have inverse dependencies on wavelength. The maximum deviation of this empirical equation is stated to be within ±4 × 10⁻⁻. We define Δn' as the difference between the value of n(S, T, λ) given by Eq. 2 and that listed in Table 1. Figure 2 shows a compilation of all the Δn' with the same terminology as in Fig. 1. One can see that there is also an obvious pattern in Fig. 2, indicating possible systematic problems with the functional dependence on S, T, λ. Discrepancies in the data at 700 nm are so large that they are shown on a different scale at the right. This is not surprising because these are not experimental data, and Matthaus did not use them in his fit.

Shifrin also gives an empirical equation for the refractive index of light in ocean water. With 40 empirical coefficients, the absolute errors in his equation (with respect to the original data) do not exceed 2 × 10⁻⁴ with a probability of 0.95. Although this accuracy was sufficient for his requirements i.e.,

![Fig. 1. Differences between the A&H data and results calculated from Eq. 1, which was obtained by McNeil. The sets of data points at each wavelength are separated by vertical dashed lines; the wavelength of each of these sets is given in units of nanometers at the top of the plot. There are 11 sets corresponding to each of the 11 wavelengths in Table 1. At a given wavelength, the Δn values for S = 0‰ are the filled circles, and those for S = 35‰ are open circles. Within a wavelength range, the points from left to right are for temperatures of 1, 5, 10, 15, 20, 25, and 30 °C. The horizontal dashed lines correspond to the quoted errors in the experimental data.](image-url)
calculations of the coefficient of molecular scattering of light by seawater, it is relatively low.

We have obtained an empirical equation that significantly improves the fit to the data of Table 1. Our approach was to fit the data to a power series that contains various powers of temperature, salinity, and wavelength and all their cross terms. The choice of powers was based on the following considerations:

1. According to both A&H and Seaver, the dependence of the index of refraction on salinity is linear, and this linearity is accurate at least to the fifth decimal digit. Because this is less than the accuracy of the experimental data, we assumed a simple linear dependence on salinity \( S \).

2. Positive powers of temperature up to \( T^3 \) were included.

3. Because the index of refraction is expected to have an inverse dependence on wavelength, negative powers of \( \lambda \) up to \( \lambda^{-4} \) were included.

The resulting polynomial, which contains 40 terms, was fitted to the data from Table 1 to determine each coefficient and its standard deviation with a least-squares procedure. We then eliminated all those terms for which the standard deviation of the coefficient was larger than the coefficient itself. The remaining terms were again fitted to the data from Table 1; the result is

\[
n(S, T, \lambda) = n_0 + (n_1 + n_2 T + n_3 T^2)S + n_4 T^2 + n_5 S + n_7 T \frac{n_8}{\lambda^2} + n_9 \frac{n_9}{\lambda^3},
\]

where, as before, \( S \) is the salinity in ‰, \( T \) is the temperature in degrees Celsius and \( \lambda \) is the wavelength in nanometers. The coefficients have the following values:

\[
\begin{align*}
n_0 &= 1.31405, & n_1 &= 1.779 \times 10^{-4}, & n_2 &= -1.05 \times 10^{-6}, & n_3 &= 1.6 \times 10^{-8}, \\
n_4 &= -2.02 \times 10^{-6}, & n_5 &= 15.868, & n_6 &= 0.01155, & n_7 &= -0.00423, \\
n_8 &= -4382, & n_9 &= 1.1455 \times 10^6.
\end{align*}
\]

The ranges of validity are \( 0^\circ < T < 30^\circ \text{C}, 0^\circ < S < 35\% \) and \( 400\text{ nm} < \lambda < 700\text{ nm} \).

We now define \( \delta n'' \) as the difference between the value of \( nS, T, \lambda \) given by Eq. (3) and that listed in Table 1. Figure 3 shows a compilation of all the \( \delta n'' \); the terminology is the same as in Fig. 1, but the vertical axis is expanded. The rms deviation of the \( \delta n'' \) is \( 1.5 \times 10^{-5} \).

Figure 3 clearly shows that the systematic patterns that appear in Fig. 1 have disappeared. In fact, for almost every data point, \( \delta n'' \) is less than the errors specified for the experimental data, which are again indicated by the horizontal dashed lines. The exceptions are a couple of points near the end of the axis. These correspond to data at 700 nm that are, in fact, not experimental data but are the result of extrapolations by A&H.

We also compared our analytic result, Eq. (3), with Sager’s data at a fixed wavelength \( \lambda_0 = 589.3 \text{ nm} \). We define \( \delta n'' \) as the difference between the value of \( nS, T, \lambda_0 \) given by Eq. (3) and Sager’s index of refraction data at the same values of \( S \) and \( T \). Figure 4 shows a compilation of all these \( \delta n'' \); the vertical dashed lines separate the different salinity sections shown at the top of the graph. The maximum deviation is less than \( 5 \times 10^{-5} \) and is generally significantly less. Again, the distributions of \( \delta n'' \) are indicative of systematic effects but are generally within experimental errors. For reference, the deviations \( \delta n'' \) for the A&H data at 589.3 nm are also shown as open circles. Sager’s data is stated to be accurate to within several digits (einige Einheiten) in the fifth digit; consequently, our new equation for the index of refraction also reproduces Sager’s data depending on the definition of several digits to within experimental accuracy.

Fig. 2. Differences between the A&H data and the results calculated from Eq. (2), which was obtained by Matthaus. The terminology is the same as in Fig. 1. Deviations at 700 nm are so large they are plotted separately with an expanded scale.

Fig. 3. Differences between the A&H data and results calculated from our new equation, Eq. (3). The terminology is the same as in Fig. 1. Most of the data points lie between the horizontal lines that correspond to the quoted errors in the experimental data.
In conclusion, we have provided a simple analytic expression for the index of refraction of seawater, $n(S, T, \lambda)$, that reproduces all the experimental data to within experimental errors.
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